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Abstract: The “bare” complex [Cu-
(PhOH)(PhO)]* with a  phenol
(PhOH) and a phenoxy (PhO) ligand
bound to copper is studied both experi-
mentally and computationally. The
binding energies and structure of this
complex are probed by mass spectrom-
etry, infrared multi-photon dissociation,
and DFT calculations. Further, the
monoligated complexes [Cu(PhO)]*
and [Cu(PhOH)]|* are investigated for
comparison. DFT calculations on the
[Cu(PhOH)(PhO)]* complex predict

that a phenolate anion interacts with
copper(I) preferentially through the
oxygen atom, and the bonding is asso-
ciated with electron transfer to the
metal center resulting in location of
the unpaired electron at the aromatic
moiety. Neutral phenol, on the other
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hand, interacts with copper preferen-
tially through the aromatic ring. The
same arrangements are also found in
the monoligated complexes [Cu-
(PhO)]* and [Cu(PhOH)]*. The calcu-
lations further indicate that the bond
strength between the copper atom and
the oxygen atom of the phenoxy radi-
cal is weakened by the presence of
neutral phenol from 2.6eV in bare
[Cu(PhO)]* to 2.1eV in [Cu(PhOH)-
(PhO)]*.
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Introduction

Copper enzymes play an essential role in electron-transfer
processes during photosynthesis and respiration, in the me-
tabolism of dioxygen, in the deactivation of toxic intermedi-
ates of O, reduction, and within the biological nitrogen
cycle, in which they mediate the reduction of nitrite or ni-
trous oxide."™ For several decades, the nature of copper-
containing active sites has been intensively studied by many
research groups because of the unusual coordination geome-
tries of copper ions, their outstanding redox potentials, ab-
sorption spectra, and electron paramagnetic resonance fea-
tures, as well as their interactive role with other metal ions.
Progress in metalloprotein biochemistry has profited a great
deal from bioinorganic research: for nearly three decades
now, a considerable body of knowledge has been accumulat-
ed from studies on the properties of small synthetic copper
complexes that serve as model systems designed to mimic
particular structural and/or functional aspects of their bio-
logical paragons.>® For such systems it is possible to apply
the whole repertoire of modern synthetic, spectroscopic, and
theoretical methods to gain much more detailed insight than
would be possible for biological macromolecules.
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In metalloproteins, copper ions primarily occur in the two
oxidation states +1 and +2, which are easily accessible
under biological conditions. Contrary to earlier assumptions,
recent bioinorganic evidence suggests that Cu™ might also
be relevant as constituent of active sites, but so far this re-
mains to be verified for biological systems.® Copper ions
in active sites of enzymes have historically been divided into
three classes according to the spectroscopic features that
arise from their particular electronic structure:”) enzymes of
type 1 and type 2 contain a single copper ion, whereas
type 3 sites contain dinuclear copper centers. This classifica-
tion does not, however, correlate the various functions of
copper proteins with the nuclearity of active sites, and both
mono- and binuclear (as well as multinuclear) copper sites
are involved in the diverse arrays of copper—enzyme func-
tions. It is in fact a rather intimate interplay between the
ligand environment and the redox properties associated with
the coordinated copper ions that determines the intrinsic re-
activity of a metal site. The nature of this fundamental struc-
ture/activity relationship is not yet fully understood, despite
the enormous progress that has been made in recent
years,1°17)

The electronic interplay between ligands and a single
copper ion is illustrated in the presumed catalytic cycle of
the enzyme galactose oxidase (GO, Scheme 1).¥! GO is a
member of the radical copper oxidase family of enzymes
and contains two tyrosine moieties and a single copper ion
in the active center. It is a highly efficient catalyst for the
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two-electron oxidation of primary alcohols to aldehydes ac-
cording to RCH,OH—RCHO +2¢~+2H" directly using O,
from air, with O,+2e” +2H"—H,0, as the reductive half-
reaction. While copper shuttles between the two oxidation
states I and II, the phenoxy/phenolate groups of the tyrosine
groups participate in the overall reaction as redox-active li-
gands, thereby enabling a two-electron redox process during
the catalytic cycle.”” Several model systems for GO have
been devised, but the high catalytic efficiency of the enzyme
is still far out of reach.”**

Evidently a deeper understanding of the interplay be-
tween copper ions and redox-active phenol-based ligands is
important, not only because this interaction is essential for
the catalytic activity of enzymes like GO or glyoxal oxidase
(GLO),*! but also because it is highly relevant for technical
processes.”! Here we present a study of the structural fea-
tures and the unimolecular reactivity of the simple model
system Cu"/phenol/phenoxy/phenolate (Scheme 2), which is
examined in the gas phase by means of mass spectrometry,
including infrared spectroscopy of the mass-selected cation,
and quantum chemical methods.

Experimental and Computational Methods

The mass spectrometric studies were performed with three different in-
struments. Collision-induced dissociation (CID) mass spectra were re-
corded with a VG BIO-Q mass spectrometer equipped with an ESI
source and of QHQ configuration (Q stands for quadrupole and H
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Scheme 1. Sketch of the mechanism suggested for the oxidation of alcohols in the active center of galactose oxidase.?
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Scheme 2. Structural sketches of a)a phenolato ligand in [Cu(PhO)]*,
b) the alternative redox electromer of a phenoxy radical bound to Cu',
c)a phenol ligand in a m-bound complex [Cu(PhOH)]***, and d)a
phenol ligand in an O-bound complex.
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stands for hexapole).”! Three different copper salts (Cu(NO;),, CuCl,,
and CuBr,) dissolved in water were employed and phenol was added.
The solutions were admitted to the ESI source (5 plmin™') and sprayed
to the mass spectrometer with a potential of approximately 4 kV. CID ex-
periments were performed with Q1-selected ions using xenon as collision
gas in the hexapole at various collision energies (E,,,=0-20eV) and a
pressure of about 2.5x10~* mbar, which approximately corresponds to
single collision conditions.’” The product ions formed in the hexapole
were then analyzed by scanning Q2. The collision energies were convert-
ed to the center-of-mass frame, Eqy=[m/(M+m)] E,,, in which m and M
are the masses of the collision gas and the ionic species, respectively. Var-
iation of the collision energy leads to breakdown diagrams that enable
the determination of phenomenological appearance energies (AEs)? of
the various fragmentation channels by linear extrapolation of the signal
onsets to the baseline. The corresponding experimental errors were esti-
mated by applying linear extrapolations with gradients deviating from
the best possible fits, but which were still in reasonable agreement with
the experimental data. It is to be pointed out, however, that the AEs
given below do not correspond to the thermochemical thresholds of the
respective ion dissociations, but only provide a qualitative frame for the
energy demands of the various fragmentations.”*?"!

Some additional experiments were performed on a TSQ Classic mass
spectrometer equipped with an ESI source. The instrument bears a QOQ
configuration (O stands for octopole) and thereby allows the perfor-
mance of a variety of MS/MS experiments.”®! The results obtained with
both instruments are in very good agreement. In this paper, we refer to
the data set obtained at the VG BioQ unless noted otherwise.

The gas-phase infrared (IR) spectra of mass-selected ions were recorded
by using a Bruker Esquire 3000 ion trap mounted to an infrared laser.”’!
The infrared light was generated by a free electron laser at CLIO
(Centre Laser Infrarouge Orsay, France). CLIO was operated in the 40—
45 MeV range, and it gave laser beams covering a spectrum roughly rang-
ing from 900-1800 cm™'. The ions of interest were generated by ESI,
mass-selected, and stored in the ion trap. The ion fragmentation was in-
duced by 1-4 laser pulses admitted to the ion trap, and the dependence
of the fragmentation intensities on the wavelength of the IR light then
led to infrared multiphoton dissociation (IRMPD) spectra.

Quantum chemical calculations were performed to establish structures
and relative energies of relevant isomers for the species under study and
to allow a detailed assignment of the modes in their vibrational spectra.
Energies and optimized geometries were obtained at the B3LYP level of
density functional theory (DFT) employing the TZVP basis sets as imple-
mented in the Gaussian 03 package.’">*) Harmonic vibrational frequen-
cies and zero point vibrational energies (ZPVEs) were computed at the
same level of theory from analytically derived Hessian matrices by stan-
dard routines implemented in the Gaussian program. Relative energies
reported refer to enthalpy differences AH at 0 K, which were obtained
by summing total energies and (unscaled) ZPVE contributions. Compa-
rative studies of theoretically derived and experimentally measured heats
of formation of various molecules show that the accuracy of the B3LYP
functional is usually better than +0.2 eV when used in combination with
basis sets of triple-& quality.***! To validate the DFT description for the
energetic ordering of isomers additional post-Hartree—-Fock calculations
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at the CCSD(T) level were performed on all [Cu(PhOH)]* and [Cu-
(PhOH)]* isomers, based on the DFT-optimized structures. The cc-
pVDZ and cc-pVTZ basis sets for C, O, and H atoms*!! were used in
combination with the pseudopotential-based correlation consistent cc-
pVDZ-PP and cc-pVTZ-PP basis sets of Peterson and Puzzarini? and
the relativistic small-core pseudopotential developed by Figgen et al.l*)
for Cu. These calculations were performed using the program Molpro.[*!

Results and Discussion

Electrospray ionization of an aqueous solution of copper ni-
trate and phenol provides the complex [Cu(PhOH)(PhO)]™*
with the expected isotope pattern (Ph=phenyl). The ioniza-
tion conditions were kept either relatively mild in order to
generate the complexes with two phenol-based ligands in
the ESI source, or the source was operated under harsher
conditions at which the monoligated complexes [Cu(PhO)]*
and [Cu(PhOH)]* are generated preferentially.?*4%1 Ac-
cordingly, both types of complexes are chosen as model sys-
tems for CID experiments, IRMPD spectra, and theoretical
investigations.

We first established the structures and relative stabilities
of the isomers that arise from coordination of the copper
ion either to the non-bonding electrons of the oxygen atom
or to the m-electron system of the aromatic rings by means
of DFT computations. The results for phenol (Figure 1)

Figure 1. Structures of [Cu(PhOH)]* obtained by B3LYP/TZVP and en-
ergies (in eV) relative to the most stable species 1a.

clearly show that the copper ion preferentially binds to the
n-electron system of the aromatic ring rather than to the
oxygen lone pairs. The most stable structure 1a corresponds
to a n'-coordination mode with copper bound to the para-
carbon atom. The n>- and n’-coordination modes in 1b and
1c are slightly less stable, but all three isomers lie very close
in energy." It is therefore reasonable to expect that the
energy barriers between these isomers are also small.P!
Such a situation results in a dynamic equilibrium between
all m-bound structures, which can be termed as a “copper
ring-walk” in analogy to the well-known “hydrogen ring-
walk” reported for protonated aromatic compounds.®>> In
contrast, interaction of the copper ion with the oxygen atom
of phenol leads to the least stable structure (1d) of the [Cu-
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(PhOH)]* complexes studied here. We further considered a
potential rearrangement of the hydrogen atom, from the
oxygen atom to the ring, and we identified the correspond-
ing complexes derived from 24-cyclohexanedienone and
2,5-cyclohexanedienone with copper bound to the oxygen
atom (not shown), which are 0.32 and 0.22 eV, respectively,
higher in energy relative to la. Thus, all isomers with
copper bound to the oxygen atom lie considerably higher in
energy than the m-bound structures.

Preferential coordination of copper at carbon is rather un-
expected considering the wealth of literature on metal bind-
ing to phenol-based ligands (such as tyrosine) in the biologi-
cal context, in which solely O coordination of metal ions is
suggested. However, our present results for the structures
and energetic ordering of [Cu(PhOH)]* isomers are in full
agreement with the previous computational investigations of
Corral et al.P! and Sodupe and co-workers.® Furthermore,
7t coordination of naked Cu* is perfectly consistent with
well-established concepts for metal-ion coordination,->-
and indeed, crystallographic evidence for n'-, *-, and n’-co-
ordination of Cu' to arenes® ! exists, including examples
for preferential - rather than O-binding of Cu' to p-benzo-
quinones.-¢7)

As the second part of our model system, we investigated
the [Cu(PhO)]* fragment. This species could formally be
seen as a Cu" complex with a phenolate ligand or, alterna-
tively, as a complex of Cu' with a phenoxy radical
(Scheme 2). In fact, our results consistently show that the
latter description is correct, at least under gas-phase condi-
tions: spin density distributions computed for all isomers
clearly indicate that the unpaired electron is almost exclu-
sively distributed over the atoms of the PhO ligand, with
only minor contributions on the copper ion (cf. Figure 2,
which exemplarily shows the spin density computed for the
most stable isomer 2a).

0.90 eV

Figure 2. Structures of [Cu(PhO)]* calculated by B3LYP/TZVP and en-
ergies (in eV) relative to the most stable species 2a; the bottom right
graphic exemplarily shows the computed spin density of 2a (a-spin: light
gray, P-spin: dark gray, isosurface at 0.005 a.u.), corresponding figures
result for 2b and 2 ¢ (not shown).

For the [Cu(PhO)]* system, we identified three isomers
with different copper binding modes (Figure 2). While these
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structures are all in accordance with those identified for
[Cu(PhOH)]*, we were unable to locate a stable n'-mini-
mum structure corresponding to 1a, the most stable [Cu-
(PhOH)]* isomer. All attempts to optimize such a minimum
led to 2b or 2¢ instead. Also, in striking contrast to the re-
sults obtained for the phenol system, copper coordination to
the oxygen atom (2a) is energetically significantly more fa-
vored than coordination to the m-system of the aromatic
ring in the [Cu(PhO)]* complex: the n-isomer 2b and the
n°-complex 2¢ lie 0.81 and 0.90 eV, respectively, higher in
energy than 2a.

We validated the DFT results for the energetic ordering
of isomers of 1 and 2 by additional CCSD(T) single-point
calculations employing the cc-pVDZ(PP) and cc-pVTZ(PP)
basis sets. The results in Table 1 reveal some differences be-

Table 1. Energies of isomers [AH at 0K in eV] relative to the most
stable species for 1 and 2. CCSD(T) results are based on B3LYP/TZVP
structures and ZPVE contributions. Coupled cluster results were extrapo-
lated to the basis set limit (index xtra) according to the linear Ansatz of
Halkier et al.”!

la 1b 1c 1d 2a 2b 2¢

B3LYP/TZVP 0.00 0.02 0.04 038 000 0.81 09
CCSD(T)/cc-pVDZ(PP) 0.16 0.14 000 048 0.00 0.79 0.75
CCSD(T)/cc-pVTZ(PP) 0.14 0.11 000 056 0.00 0.74 0.74
CCSD(T)/xtra 0.13 010 0.00 056 000 072 0.75

tween DFT and coupled cluster theory, but the qualitative
DFT picture is nicely confirmed by the CCSD(T) calcula-
tions: m coordination is favored over O coordination for iso-
mers of 1, and vice versa for isomers of 2.

Minor differences are observed for the energetic ordering
of w-bound isomers. Contrary to the DFT results, the n’-co-
ordination mode in 1¢ is favored over the n'- and n?-coordi-
nation present in 1a and 1b at the CCSD(T) level. Similarly,
n°-coordination is favored over n>-coordination for the cor-
responding [Cu(PhO)]* isomers 2¢ and 2b. The energy dif-
ferences between the m-bound isomers 1a—c¢ are somewhat
more pronounced at the CCSD(T) level compared to the
DFT results. However, since the coupled cluster calculations
are based on DFT structures, we consider the observed dif-
ferences not sufficiently significant to unambiguously assign
the most favored coordination modes. Such discrepancies
have been observed before,® and more definite answers
would require geometry optimizations at the CCSD(T)
level, but this is outside our scope at present due to the
enormous numerical effort required. In any case, the
CCSD(T) results also indicate a flexible coordination of
copper ions to the m-face of the phenol ligand, so that the
dynamical picture of a “copper ring-walk” is probably more
appropriate than any static assignment of the most favorable
7t coordination mode. We are thus confident that our com-
puted energetic ordering of isomers is sufficiently accurate
at the DFT level to support our conclusions in the follow-
ing.
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Based on the results for the [Cu(PhOH)]* and [Cu-
(PhO)]* fragments, all conceivable coordination modes for
the copper/phenoxy/phenol complex ([Cu(PhOH)(PhO)]")
were considered, and four stable isomers were identified
(Figure 3). The most stable complex 3a involves a Cu—O

0.14 eV

0.82eV

Figure 3. Structures of [Cu(PhOH)(PhO)]* calculated by B3LYP/TZVP
and energies (in eV) relative to the most stable species 3a.

bonding motif between copper and the phenoxy group and
a n'-coordination of copper to the para position of the ring.
Thus, the most stable arrangement for the bisligated com-
plex [Cu(PhOH)(PhO)]* involves the two most favorable
binding modes identified for the monoligated species [Cu-
(PhOH)]* and [Cu(PhO)]*. Isomer 3b, which involves n*-
coordination in the Cu/PhOH subunit, is almost equally
stable, which implies a similar structural flexibility as al-
ready suggested for the carbon-bound isomers of 1. Interest-
ingly, isomer 3¢, with the copper ion bound to the oxygen
atoms of both ligands, is only 0.14 eV higher in energy than
3a, whereas for 1a and 1c¢ the difference between C and O
coordination is 0.38 ¢V in favor of the former. This result
suggests that the coordination of another ligand to copper
diminishes the energy difference between various binding
modes in the Cu(PhOH) unit. On the other hand, complex
3d with the less favorable & coordination of copper to the
phenoxy radical lies 0.82 eV above 3a, which is nearly the
same energy difference between C and O coordination as
found in 2, hence the binding mode in the Cu(PhO) unit is
only negligibly influenced by the additional neutral ligand.
As for 2, the computed spin densities of isomers of 3 (not
shown) reveal that the unpaired electron density almost ex-
clusively resides on the PhO moiety, with very minor contri-
butions on the copper ion. Hence, also in 3 the PhO ligand
is correctly considered to be a phenoxy radical rather than a
phenolate ligand.

In summary, binding of a phenoxy ligand to copper is
found to be mediated solely by the negatively charged
oxygen atom. The m coordination is energetically disfavored
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and this property remains unaltered in the presence of the
additional phenol ligand. The strong preference for C over
O coordination of Cu bound to phenol in the [Cu(PhOH)]*
fragment is, in turn, reduced upon coordination of phenoxy
as a second ligand. Hence, interaction of [Cu(PhO)]* with
neutral phenol leads to a variety of [Cu(PhOH)(PhO)]* iso-
mers lying very close in energy, with a large structural flexi-
bility in the Cu--PhOH coordination. The energetically most
favored arrangements arise from coordination with the
carbon atoms of phenol, but binding with the oxygen atom
of phenol is likely to contribute to the structural pool.

In this context we note that O coordination of copper to
phenol, phenoxy, or phenolate is generally suggested as the
dominant structural motif in the active centers of copper-
containing enzymes, rather than binding to the ; system of
the aromatic ring.”” However, our present results imply
that, in the case of neutral phenol, cation-m interactions
might play a more important role than anticipated previous-
ly in the discussion of copper active site structures. In this
context we note that the important role of cation—m interac-
tions has also been highlighted for the binding of main-
group metals with tyrosine and other aromatic com-
pounds.’”! The higher coordination numbers of copper ions
in relevant biological environments would most likely result
in a different picture, but at this point we would like to em-
phasize that m coordination of phenol ligands should be
seen as additional flexibility of the ligand sphere at the
active sites to fill vacant coordination sites around the cen-
tral copper ion that arise upon substrate liberation in the
course of a catalytic cycle. We suggest this view as a concep-
tual alternative for the usual picture, which involves inter-
mediate coordination of exchangeable solvent molecules
like water.?”) Thus, for example for GO, which has a low
substrate binding affinity,*” the stabilization of the resting
states might be achieved by a simple change in the coordina-
tion mode of the tyrosine ligands rather than by the involve-
ment of the external solvent molecules, which should be en-
tropically disfavored. This intriguing aspect will form the
subject of future investigations.

The elucidation of the structure(s) of [Cu(PhOH)(PhO)]™*
is further complemented by the measurement of its infrared
multiphoton dissociation (IRMPD) spectrum. The structure
of the investigated complex can be assessed based on the
comparison of its experimental spectrum and the calculated
IR spectra for the most stable isomers (Figure 4). The exper-
imental spectrum contains five main peaks at 1176, 1285,
1345, 1512, and 1588 cm ™' (black lines in Figure 4). The best
agreement between the experimental and theoretical spectra
can be found for isomer 3b with the relative shifts of the
peak positions less than 10 cm ™' (Figure 4, middle). The cal-
culated IR spectrum of isomer 3a is also in relatively good
agreement with the experimental findings, with the largest
deviation for the experimental band at 1285 cm™!, for which
the calculated peak is blue-shifted by 21 cm™. However,
both calculated spectra (for 3a and 3b) show a discrepancy
concerning the intensities of the peaks at 1512 and
1588 cm™!, which are inversed in intensity in comparison

Chem. Eur. J. 2008, 14, 4318-4327
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Figure 4. IRMPD spectra of [Cu(PhOH)(PhO)]* (black line) compared
with the B3LYP/TZVP calculated spectra (gray area, with Gaussian

broadening of all signals by 20 cm™') of the structural isomers 3a (top),
3b (middle), and 3¢ (bottom).

with experiment. This difference is considered less signifi-
cant, because the intensities obtained in IRMPD spectra do
not necessarily coincide with those of a classical infrared
spectrum.[*7

The match between the spectrum of the third isomer 3¢
and the experimental one is much less satisfying. The main
discrepancy again concerns the experimental peak at
1285 cm™!, which is not reproduced by the calculations. The
computed spectrum, on the other hand, contains an intense
peak at 1239 cm™', which is not present in the experimental
spectrum. A more detailed inspection of the experimental
spectrum reveals that the peak at 1176 cm™' has a small
shoulder at about 1225 cm™'. Modeling of this composite
peak by three Gaussian functions suggests that this shoulder
might be due to the peculiar peak at 1239 cm™! in the spec-
trum of 3¢. Thus, this feature in the spectrum could be evi-
dence for a small population of the isomer 3¢ along with the
dominant contributions of isomers 3a and 3b.

Based on comparison with the calculated spectra of 3a
and 3b, the experimental bands can be assigned in the fol-
lowing manner: the peak at 1176 cm™! corresponds to the
C—O—H bending mode of the phenol ligand; the peak at
1285 cm™! reflects the C—O stretching vibration of the
phenol ligand; the smaller peak at 1345 cm™! is assigned to
the C—H bending modes of PhOH; the peak at 1512 cm™" is
also due to C—H bending modes of PhOH with a contribu-
tion from the C—-O stretching mode of the phenoxy ligand.
The latter mode gains intensity when the copper ion is coor-
dinated to both oxygen atoms, as seen in Figure 4 (bottom).
Finally, the peak at 1588cm™' corresponds to the C—C
stretching vibrations in both ligands. For a more detailed
discussion of the computed spectra see the Appendix.
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We note in passing that the calculated spectra of copper
complexes with 2,4-cyclohexanedienone and 2,5-cyclohex-
anedienone are substantially different from the experimen-
tal spectra. In particular, neither of the theoretical spectra
exhibits any peak around 1176 cm™', in agreement to the as-
signment of this particular peak to the C-O—H bending
mode, which cannot be present in the dienone complexes.

Unfortunately, attempts to record the IRMPD spectra for
the monoligated complexes [Cu(PhO)]* and [Cu(PhOH)]*
were not successful. The complex [Cu(PhOH)]™ was not
generated in a sufficient amount in the ESI source of the
IRMPD instrument, whereas the ion yield of [Cu(PhO)]*
was sufficient, but the ion underwent a rapid association
with water present as a background gas in the ion-trap mass
spectrometer used in these experiments.

Bond energies of [Cu(PhOH)(PhO)]*: The binding ener-
gies between copper and the phenol or phenoxy ligand are
derived from the analysis of collision-induced dissociation
(CID) mass spectra at variable collision energies. CID of
[Cu(PhOH)(PhO)]* leads to [Cu(PhO)]* and [Cu-
(PhOH)] " as the two major products. The dependences of
the fragment abundances on the collision energy in the CID
experiments allow the evaluation of the respective appear-
ance energies (AEs) for the various dissociations
(Figure 5).7%?") The appearance energy for the loss of the

[Cu(PhO)]*

Relative intensity

E,, [eV]

Figure 5. Example of a fit of relative intensities of the ionic fragments
[Cu(PhOH)]* and [Cu(PhO)]* upon CID of mass-selected [Cu(PhOH)-
(PhO)]* with xenon as collision gas.

phenoxy radical from [Cu(PhOH)(PhO)]* accordingly
amounts to 1.6+0.2 eV and that for the loss of phenol to
1.3+0.2 eV. At first sight, the small difference between the
appearance energies of the ligand losses from [Cu(PhOH)-
(PhO)]* might be surprising, because two apparently differ-
ent, coordinative and covalent, bonds are cleaved. However,
the calculations suggest that the bonding of Cu' with the
phenolate anion is associated with electron transfer; this ef-
fectively leads to Cu' and the phenoxy ligand, and therefore
the bonding of both the neutral phenol and the phenoxy
ligand to the copper ion is of coordinative nature. The simi-
larity of the binding energies appears as a particular high-
light of the Cu'/Cu" couple in conjunction with phenolate as
a redox-active ligand.
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These experimental results are fully consistent with the
calculated values. The calculated energy necessary for the
dissociation of [Cu(PhOH)(PhO)]* to [Cu(PhOH)]* and
PhO’ is 2.1 eV, and that for the dissociation to [Cu(PhO)]*
and PhOH is 1.8 eV. The calculated bond energies are some-
what larger than those determined experimentally, which
can mostly be attributed to shortcomings of the appearance
energy measurements, which underestimate the true thermo-
chemical threshold.”’*! Accordingly, we will preferentially
consider the calculated energies in the following discussion.

The influence of the counterions from the copper salts on
the complex formation is considered too, because it might
have a non-negligible effect on the internal energy of the
cationic species generated. If there is such an effect, then it
is most probably a consequence of how the complex is gen-
erated in the ESI source, which in turn may affect the rela-
tive abundances of the product ions produced in the dissoci-
ation of [Cu(PhOH)(PhO)]* generated from an aqueous so-
lution of phenol and Cu(NOs;),, CuCl,, and CuBr,. The data
obtained (Table 2) demonstrate that the energies for binding

Table 2. Appearance energies [in eV] for the losses of phenol and phen-
oxy ligands in [Cu(PhOH)(PhO)]* complexes as determined from CID
experiments. The parent complex was generated from aqueous solutions
of phenol and Cu(NOs),, CuCl,, and CuBr,. The last row gives AAE
[eV].

NO; Cl Br Average
AE(-PhOH) 13 1.4 1.4 1.4+02
AE(-PhO) 1.6 1.7 1.5 1.6+£02
AAE 0.3 0.3 0.1 0.2+0.2

of the phenol and the phenoxy ligand to copper in [Cu-
(PhOH)(PhO)]* agree within the experimental error and
do not depend on the nature of the copper salt used for the
generation of the parent complex. The average binding
energy for phenol is 1.4+0.2 eV and that for a phenoxy rad-
ical is 1.6 £0.2 eV.

Bond energies of [Cu(PhO)]*: The same procedure is used
for the determination of the bond energy of the phenoxy
ligand in [Cu(PhO)]*. The major channel in the CID spec-
trum of [Cu(PhO)]* corresponds to the loss of a phenoxy
radical to afford bare Cu*. In addition, minor loss of a frag-
ment with m/z=28 is observed, which is probably due to
[Cu(CsHs)]* and is assigned to the expulsion of CO from
the phenoxy ligand.® Although the elimination of a phen-
oxy radical might appear in competition with the sequential
expulsions of CO and CsH;, the investigation of the frag-
mentation behavior of [Cu(PhO)]* in dependence of colli-
sion energy suggests the opposite: the onset of the PhO" is
very steep in comparison with that of the CO loss, and
therefore a direct Cu—O bond cleavage, rather than consec-
utive eliminations of CO and CsHjs, is expected. The appear-
ance energy for the loss of a phenoxy radical from mass-se-
lected [Cu(PhO)]* is determined as 2.240.2 eV. In compari-
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son, the B3LYP calculations again predict a slightly higher
dissociation energy of 2.6 eV (see above).

As expected, the binding of the phenoxy radical to the
naked copper ion is stronger than that of PhO" in the bisli-
gated complex [Cu(PhOH)(PhO)]*. In turn, this implies
that the coordination of a neutral ligand to the copper ion
weakens the interaction between the copper center and the
phenoxy ligand. Based on calculations, a similar trend
emerges in that the binding energy between the copper
atom and the phenoxy radical is estimated as 2.6 eV for [Cu-
(PhO)]* and 2.1 eV for [Cu(PhOH)(PhO)]*. The relative
decrease of the binding energy hence amounts to 0.5¢V,
and is in reasonable agreement with the experimental differ-
ence of the AEs (0.8+0.3 eV). Scheme 3 shows the relation-
ships of the relevant bond energies for both major dissocia-
tion channels of [Cu(PhOH)(PhO)]* and a comparison with
the bond energies of the products of dissociation.

Cu’ + PhO" +PhOH

A A
2.6 23

PhO" + [Cu(PhOH)]'

A

[Cu(PhO)J" + PhOH

A

1.8 2.1
[Cu(PhOH)(PhO)]*

Scheme 3. Energy diagram for the complexes [Cu(PhOH)(PhO)]*, [Cu-
(PhO)]*, and [Cu(PhOH)]*; all values refer to the B3LYP/TZVP calcu-
lations and are given in eV.

Conclusion

The investigation of the intrinsic properties of the [Cu-
(PhOH)(PhO)]* complex reveals several new findings. The
computational study of the structure of the monoligated
complex [Cu(PhO)]* demonstrates that copper is bound to
the oxygen atom of the phenoxy ligand. On the other hand,
for the [Cu(PhOH)]" complex it is shown that copper pref-
erentially binds to the aromatic ring of phenol with bonding
to the carbon atom in the para position being the most
stable isomer. These preferences are also reflected in the
bisligated complex [Cu(PhOH)(PhO)]*. The theoretical re-
sults are confirmed by a pleasing agreement between the
calculated IR spectra of the most stable isomers of [Cu-
(PhOH)(PhO)]* and the experimental IRMPD spectrum.
Based on our results we suggest st coordination of Cu* to
phenol groups as an additional flexibility of the ligand
sphere at copper protein active sites.

The binding energies between copper and the ligands in
[Cu(PhO)]* and [Cu(PhOH)(PhO)]* are also estimated. In
the monoligated complex [Cu(PhO)]*, the energy necessary
for cleavage of the bond between Cu' and the phenoxy radi-
cal amounts to 2.6 eV. The coordination of a neutral ligand
to [Cu(PhO)]* results in a weakening of the bond between
copper and the phenoxy ligand. The dissociation of [Cu-
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(PhOH)(PhO)]* involves competitive eliminations of
phenol and the phenoxy radical. The elimination of PhO" is
associated with an energy demand of 2.1eV and that of
PhOH requires 1.8 eV.

Appendix

To establish the accuracy that can be expected from the B3LYP/TZVP
level of theory for the computation of vibrational frequencies for the
present set of systems we studied the vibrational spectra of phenol and
the phenoxy radical in some detail. Table 3 shows a comparison of the

Table 3. Experimental (first column) and computed harmonic (second
column) vibrational frequencies, and computed intensities of phenol in
the region between 1000 and 2000 cm ™.

o [em™) v [em™] I [kmmol™] I ol [em™]
999 1018 3.1 0.9813 997
1024 1047 52 0.9780 1025
1069 1097 15.4 0.9745 1074
1151 1182 54.6 0.9738 1157
1167 1193 88.3 0.9782 1168
1179 1197 18.3 0.9850 1172
1257 1280 82.1 0.9820 1253
1330 1348 8.1 0.9866 1320
1341 1374 24.9 0.9760 1345
1469 1506 242 0.9754 1474
1499 1533 55.5 0.9778 1501
1598 1636 424 0.9768 1598
1606 1648 40.8 0.9745 1610

[a] f=scaling factor. [b] Computed vibrational frequencies scaled by a
uniform factor of 0.979, obtained as the arithmetic mean of individual
scaling factors f.

computed harmonic frequencies with recent Fourier transform infrared
spectra measurements in CCl, for phenol in the region between 1000 and
2000 cm~.1*) While we did not perform an in-depth analysis of normal
modes we note a pleasing agreement between qualitative normal mode
characterizations from visual inspection of the vibrations with the de-
tailed assignments given in reference [73]. Notwithstanding the fact that
various phenol normal modes are complicated mixtures of several contri-
buting internal coordinates we present a gross characterization of key
normal modes relevant in the present context in Figure 6. Table 4 shows

echeaecioc

1193 (88) 1280 (82) 1375 (25) 1506 (24)
1533 (55) 1636 (42) 1648 (41)

Figure 6. Qualitative characterization of selected vibrational modes com-
puted for phenol (harmonic frequencies in cm™', relative intensities in
kmmol ™" are given in parentheses).
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Table 4. Experimental (first column) and computed harmonic (second
column) vibrational frequencies of the phenoxy radical in the region be-
tween 1000 and 2000 cm ™.

o [cm™] v [em™] I [kmmol ] el o [em™]
1038 1012 0.2 1.0258 1002
1072 1094 9.6 0.9798 1083
1140 1171 1.6 0.9735 1159
1167 1171 0.3 0.9965 1159
1266 1277 74 0.9911 1265
1318 1341 5.6 0.9828 1328
1397 1419 0.8 0.9844 1405
1441 1448 3.8 0.9952 1433
1481 1479 24.4 1.0014 1464
1515 1549 42 0.9782 1533
1550 1588 37.9 0.9758 1572

[a] f=scaling factor. [b] Computed vibrational frequencies scaled by a
uniform factor of 0.990, obtained as the arithmetic mean of individual
scaling factors f.

a comparison of recent experimental results of Spanget-Larsen et al.”
and computed results for the phenoxy radical.

The data presented in Table 3 demonstrates that the deviation between
experimental and computed frequencies for phenol can be reduced sub-
stantially by empirical scaling with a uniform factor of 0.979, which is ob-
tained as the arithmetic mean of the individual scaling factors. The same
procedure applied to the phenoxy results (Table 4) yields a different scal-
ing factor of 0.990. Consideration of all vibrations for phenol and phen-
oxy results in a factor of 0.984, which is remarkably close to the scaling
factor of 0.983 derived by Michalska et al. for the phenol vibrations.[™
However, the characteristic (i.e., most intensive) frequencies of both spe-
cies do not profit consistently from empirical scaling. This is consistent
with findings of Pulay and co-workers, who showed that individual scal-
ing of force constants based on normal coordinate analyses is much more
appropriate for related systems.” We thus refrained from any uniform
scaling of vibrational modes and we based our discussion above solely on
unscaled computed harmonic vibrational frequencies.

A characterization of the vibrational modes for species 3a—c¢ is shown in
Figure 7. In the computed vibrational spectrum of parent phenol we find
the C—O stretching frequency at 1280 cm™'. Upon coordination of Cu'
this band is shifted to 1338 cm™ (1a), 1305cm™' (1b), and 1151 cm™!
(1d). In 1c the assignment of this mode is complicated due to strong
mixing with various C—C stretching modes. Comparison with the results
for the C—O stretch in 3 (3a: 1320cm™!, 3b: 1304 cm™!, 3¢: 1183 cm™)
reveals rather similar shifts.

The computed vibrational spectrum of the isolated phenoxy radical
shows two particularly intensive bands in the region between 1000 and
2000 cm~!. The first peak at 1588 cm™' corresponds to a C=C stretching
mode and the second band at 1479 cm ™' corresponds to the C—O stretch-
ing motion, in good agreement with the B3LYP/cc-pVTZ (1589 and
1482 cm ™, respectively) and experimental argon matrix results (1550 and
1481 cm™!, respectively) of Spanget-Larsen etal.’™ In 2a the C—C
stretching band is blue-shifted to 1614 cm™', while we find two bands

with significant C—O stretching contributions at 1511 and 1418 cm ™.
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